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Motivation
- Traditional object detectors work in a closed-world setting → restrict detections to only discover known annotated objects.
Scaling annotations to all possible objects in the world is infeasible.
- Vision-language modeling has made it possible for models to expand their vocabulary to novel objects without costly annotation.

Open-vocabulary Detection Task

Objective: Train an object detector capable of detecting any object represented by a
text query.
Training data types:

Object detection labels Image-caption pairs
Bounding box and object class
labels of known classes OK

Images with corresponding
caption description

Test object class sets:
OK → known classes seen during training
ON → novel classes no explicit annotations

Approach Overview

We propose LocOv, Localized Image-Caption Matching for Open-vocabulary, a two-stage approach with a Faster R-CNN [1]
architecture.

1. Localized Semantic Matching (LSM): learn the semantics of objects in the image by matching image-regions to the words
in the caption using a grounding loss LG. We exploit the multi-modal information by using a cross-attention model and an
Image-Caption matching loss LICM , the mask language modeling loss LMLM and a consistency-regularization loss LCons.

2. Specialized Task Tuning (STT): tunes the model using the known class annotations and specializes the model for object
detection.

We define the sets:
RI = {r : r is an image-region feature vector from the image I}

WC = {w : w is a word or part-of-word feature vector from the caption C}

Method

1. Localized object region-text matching
→ Match objects in the image to their corresponding class labels in the caption.
We define a contrastive Grounding loss based on the similarity between an image I and a caption C.

LGr (I) = − log
exp(sim(I, C))∑

C′∈Batch exp(sim(I, C ′))
,

sim(I, C) =
1

|RI |

|RI |∑
i=1

|WC |∑
j=1

di,j(ri · wj),
d(ri, wj) = di,j =

exp(ri · wj)∑|WC |
j′=1 exp(ri · wj′)

.

Apply the grounding loss to two types of image-regions (r) features.

LG = LGbox
(C) + LGbox

(I) + LGgrid
(C) + LGgrid

(I)

2. Disentangled text features
→ Use embeddings of the pre-trained BERT model as text representations for image-text matching instead of contextualized
text representations.

3. Consistency-regularization
→ Regularize the direct grounding loss with a cross-attention model. The cross-attention model takes the image-regions RI

and text embeddings WC and calculates three losses.

• Image-caption matching loss LICM ,

• Masked Language Modeling loss LMLM , and

• Consistency-regularization loss LCons. We use the Kullback-Leibler divergence loss to impose this consistency by com-
paring the matching distribution of the image-caption pairs before and after the cross-attention model.

Ablation Experiments

Datasets:
Training data: MS-COCO dataset [2] as the object detection dataset, and COCO captions [3] as the image-caption dataset.
Test data: MS-COCO dataset, results reported on 17 ON , 48 OK , and generalized (OK

⋃
ON ).

Evaluation metrics: mean Average Precision (AP), and Average Precision using two fixed thresholds at 0.5 (AP50) and 0.75 (AP75).

LCons RI
box

BERT Novel (17) Known (48) Generalized
Emb. AP AP50 AP75 AP AP50 AP75 AP AP50 AP75

× × × 14.3 25.6 14.4 28.1 47.8 29.3 23.7 40.9 24.5
× X X 15.4 27.9 15.2 32.2 52.1 34.1 26.3 43.6 27.3
X × X 15.5 27.1 15.4 32.2 52.1 33.9 27.1 44.5 28.2
X X × 16.7 29.7 16.7 33.4 53.5 35.5 28.2 45.9 29.5
X X X 17.2 30.1 17.5 33.5 53.4 35.5 28.1 45.7 29.6

LCons = consistency-regularization, RI
box = inclusion of box-regions together with grid-regions, BERT Emb. = BERT Embeddings only.

Results

Method
Img-Cap Constrained Generalized
Data Novel (17) Known (48) Novel (17) Known (48) All (65)
Size AP AP50 AP AP50 AP AP50 AP AP50 AP AP50

Faster R-CNN
-

- - 54.5 - - - - - -
STT-ZSD (Ours) 0.21 0.31 33.2 53.4 0.03 0.05 33.0 53.1 24.4 39.2

OVR∗§c [4]
0.6M

14.6 27.5 26.9 46.8 - 22.8 - 46.0 22.8 39.9
LocOv ∗§c (Ours) 17.2 30.1 33.5 53.4 16.6 28.6 31.9 51.3 28.1 45.7

XP-Mask‡§?c [5] 5.7M - 29.9 - 46.8 - 27.0 - 46.3 - 41.2
CLIP (cropped reg)† [6] 400M - - - - - 26.3 - 28.3 - 27.8

RegionCLIP†§c [7] 400.6M - 30.8 - 55.2 - 26.8 - 54.8 - 47.5
ViLD†c [6] 400M - - - - - 27.6 - 59.5 - 51.3

LocOv outperforms all other methods for Novel objects in the generalized setup while using only 0.6M of image-caption pairs.
Training dataset: ∗ImageNet1k, §COCO captions, †CLIP400M, ‡Conceptual Captions, ?Open Images, and cCOCO.

a) Ground Truth b) STT-ZSD c) OVR[4] d) LocOv

Conclusions
- The proposed localized matching technique helps in learning labels of novel classes as compared to only using grid features.
- Language embedding features are preferable over contextualized features for novel object detection.
- Consistency-regularization between grounding and cross-modal matching is crucial for the open-vocabulary detection task.
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