
(1) Method: Video Alignment

(1) Obtain surface features representation per video                   .

(2) Divide many-to-one alignment into many one-to-one alignments.

(3) Minimize one-to-one weighted distance.                                                                         

Results

Video Alignment – CO3D

In-the-Wild 3D Pose Estimation – PASCAL3D+

Motivation

➢ Goal: Unsupervised Learning of Category-Level 3D Pose from 

Object-Centric Videos

➢ Challenges

(1) Structure-from-Motion aligns only camera poses in one video.

→ Novel alignment across videos via self-supervised surface features.

(2) Domain gap between object-centric videos and in-the-wild images.

→ Learning category-level surface features and impose compositionality.

Appearance Correspondences

➢  

(2) Method: Learning Category-Level Surface Features  

Optimum
➢ Geometric correspondences weighted  

four times as much as the 

appearance correspondences.

➢ Only weak cycle-distance weighting.
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Our Representations: Surface Features

(2) Category-Level 

from Many Videos

(1) From Single Video

➢ Viewpoint-invariant features facilitate 

3D pose estimation.

➢ Viewpoint-dependent features (DINO).
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Cycle-Distance Weighting
➢  

➢  

Appearance Distance
➢ Weighted appearance 

correspondences  distance.

➢  

Geometric Distance
➢ Weighted Chamfer Distance.

➢  
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