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MOTIVATION

SPIM delievers images recorded from different angles

These 1mages need to be:
Registered

Fused to one single image

Existing fusion algorithms:
Frequency based
Deconvolution based on optimization of the MSE

New fusion algorithm:
Deconvolution based on optimization of SSIM



“An optimized system is only as good as the
optimization criterion used to design it.”



DEFINITION

MSE = Minimum Square Error

MSE(c.y)= 13-~y

SSIM! = Structural Similarity Index Measure

2u,1, +C, | 20,0, +C, o, +C;

SSIM (x, y)= .
x.¥) g, +p,+C, o;+0,+C, o0,0,+C,

X

luminance contrast structure

17. Wang et al, IEEE TIP, vol. 13, no. 4, pp. 600-612, Apr. 2004



EXAMPLE?

o The structure of the image 1s important for the

SSIM SSIM

High Low

(noise not visible ¥ (noise disturbs the

in the StruCtng MSE = 404 _ MSE — 404 smooth structure)
SSIM=0.859 fotse SSIM—0.148 -

identical

== reordering
y ————

e

2Z. Wang and A.C. Bovik, IEEE Signal Processing Magazine, vol. 26, no. 1, 2009




Backup 2

EXAMPLE? Almost identical MSE!!

a) Reference image

b) Mean contrast
- stretch
¢) Luminance shift

ib) MSE=106, S5IM=0028 o) MSE=300, SSIM=0987  (d) MSF=300, S8IM=00.575

CW-SSIM=0L938 CW-5510=1.000 CW-SSIM=0.514

d) Gaussian noise
e) Implusive noise

f) JPEG compression

'g) Blurring

(e MSE=313, S5IM=0.730 {11 MSE=3085, S5IM=0.580 (h MSE=308, S51M=0.641 (h} MSE=654, S5IM=1L505
CW-35IM=0.511 CW-S5IM=0.633 CW-S5IM=0.603 CW-SSIM=0.925

h) Zooming out
1) Translation to right
j) Translation to left

k) Rotation counter-

clockwise (i) MSE=871, SSIM=0.404  (j) MSE=KT3, S8IM=0.390 (k) MSE=590, $SIM=0,549 (1) MSE=577, SS8IM=0.551
CW-5510=0.933 CW-SSIM=0.933 CW-SSIM=0.917 CW-351M=0.916

1) Rotation clockwise

2Z. Wang and A.C. Bovik, IEEE Signal Processing Magazine, vol. 26, no. 1, 2009




COMPUTATION OF SSIM

SSIM 1s computed locally within a sliding
window that moves pixel by pixel across the
1mage

For each pixel the result 1s stored in a SSIM map

The SSIM value of the whole 1image can be
obtained by averaging the values from the SSIM
map

image - : _ SSIM map

sliding(window




PROBLEM OUTLINE

The recorded 1image y can be described as a
convolution of the original image x and the point
spread function h plus the noise n introduced by
the recording system:

y=h#*X+pn
GOAL of multi-channel restauration:

Find the best estimate for X given the recorded
images Y,
The quality of the estimate X is computed

maximizing the structural similarity index
measure



PROBLEM OUTLINE 11

Basic Idea: Turn non-convex problem into a
quasi convex problem

We use the simplified SSIM!:

SSIM (X,)A(): Zluxﬂf( +(‘:1 . 2(TX)A( +C2

112_I_11A2_I_(\, rrz_l_rrAz_Lp
MX 1 MX 1 Vl UX | UX | V2

Q, Q.

It 1s obtained from the original SSIM index by
choosing C; = C,/2




EXTENSION OF PREVIOUS WORK

Restoration problem was solved for single
channel images*

We extend the solution to multi-channel 1images:

n,[n]

j@ﬂ
H G, j
G‘\
_ ]

Xn] ———»

4S.S. Channappayya, IEEE TIP, vol. 17, no. 6, 2008



PROBLEM FORMULATION
GIVEN: o

Recorded image y, ..., Yu o T

Blurring filters Hy, ..., Hy, A
Probability density function of the noise

GOAL;:

Find inverse filters g, ..., gy sucl

X[n]=g,[n]*y,[n]+...+ gy [n]* yy [n]

Maximizing the simplified SSIM




SOLUTION

SSIM (X, )“(): 2upz +Cy 20, +C,

ﬂf+ﬂ>§+cl O'f+O'§+C2

Q, only depends on giT e
Ql QZ

Constrain giTe to ¢,

The optimization problem is simplified to:
A . .
9(05) =arg max Q, subjectto: § €=«
geMN

Where g 1s a matrix with the rows being the
vectors g4, ..., Eu



SOLUTION 11

A boundary J 1is set to obtain a quasi-complex
optimization problem:

min: Y min: )
subject to: subject to:
max: Q, <y <:> min: f(]/)Z 0
subject to: subject to:

g'e=qa g'e=qa




LAGRANGE MULTIPLIERS

The overall problem 1s now convex and can be
solved by applying the Lagrange multipliers

Vgi(f (7/)+ﬂ1(91Te_051)+---+/1M (g-l{/le_aM )): 0

v, (f()+4lofe-a,)+..+ 4, (0L e—a,, ))=0

min; }
subject to:

The optimal ¥ 1s computed min: £(¥)20

- . . bj :
using the bisection method e
ge=a




SOLUTION FORM = 2

Ve (f(7)+ A (g1 e — 1) + Aa(ga e — a2))
= 72Ky, y,81 + 2Ky, y,82 — 204y, + A1e) =0

Ve (f(7) + Ai(gl e — 01) + Aa(g3 € — a2))
= 7(2Ky,y, 81 + 2Ky,y,82 — 2Cxy, + A2e) =0

Vay (f(7) + A1(gi € — 1) +Aa(gs € — az))

)

K= K)"z)’z T K}’z.YlK_l K

g1 =210+ 1811+ A2g12

g2 = g2.0 1+ A1g2.1 + A2g2.2
L | R —1
81.0 = :{KMM(CXM —Kyv. K7 7¢))
81.1 ( K‘f_’1y1(1 Kan—lemK;ln) e)
g12: K;lVIKylyzK_le
1., _
g2.0 = :K e
~ LK 'Ky K
521 2—" ¥2¥1 ylyle
) L
gao = —K e
52,2 2_\

3"1)'1 ¥Yi1¥2

- K)’z}'lK_

C = Cx}rz ylyICx_yl



IMPLEMENTATION

Filter 1s implemented pixelwize for a
neighborhood of size KXK (here K = 35)

the covariance ¢, 1s estimated using a heuristic
technique described by Portilla and Simoncelli®

Each block 1s made zero-mean before computing
the inverse filter; the mean 1s added back after
the computation

Implementation in Matlab R2009a, for images of
size 50x50 pixels the computation time is 30 sec
on a Intel Core Duo processor with 3 GHz

5J. Portilla and E. Simoncelli, Proc. of IEEE TIP, vol. 2, pp. 965-968, 2003



RESULTS LENA

o Compare single vs. Multiview reconstruction

Original

The original lena
image (top row left) is
distorted by o, =5,
o,=1ando,,=2
resulting in the images
Distorted 1 and
Distorted 2 (top row
middle and right).

After SSIM restoration
is applied the results
are presented for
single-channel

restoration of Restored 1 Restored 2 Restored 1+2
Distorted 1 and

Distorted 2 (bottom Single-view Single-view Multi-view
row left and middle)
and multi-channel
restoration (bottom
row right).




RESULTS DROSOPHILA

o Compare single vs. Multiview reconstruction

The original Original Distorted 1 Distorted 2
drosophila image
(top row left) is
distorted by o, =3,
o=1ando,,=2
resulting in the
images Distorted 1
and Distorted 2 (top

row middle and MSE: 116.475 MSE: 256.474
; SSIM: 0.961 SSIM: 0.910
right).

SSIM restored 1 SSIM restored 2 SSIM restored multi

After SSIM restoration
is applied the results
are presented for
single-channel
restoration of
Distorted 1 and
Distorted 2 (bottom
row left and middle)
and multi-channel MSE: 83.431 MSE: 188.594 MSE: 49. 611

restoration (bottom SSIM:  0.974 SSIM: 0.942 SSIM: 0.984
row right).




RESULTS CHECKBOARD

o Compare single vs. Multiview reconstruction

The original
checkboard image
(top row left) is
distorted by o, = 30,
o.=1ando,,=2
resulting in the
images Distorted 1
and Distorted 2 (top
row middle and right).

After SSIM restoration
is applied the results
are presented for
single-channel
restoration of
Distorted 1 and
Distorted 2 (bottom
row left and middle)
and multi-channel
restoration (bottom
row right).

Original

MSE: 1371.04
SSIM: 0.745

Distorted 1

MSE: 1616.418
SSIM: 0.712

SSIM restored 2

MSE: 1867.621
SSIM: 0.621

MSE: 2266.447
SSIM: 0.572

SSIM restored rmulti

=t

—

b

w—
MSE: 692.040
SSIM: 0.861




RESULTS: INFLUENCE OF NOISE ==

Compare single vs. Multiview reconstruction
while alternating the noise on chessboard image

The influence of
noise (x-axis) on
the SSIM index
(y-axis) is plotted
for single-channel
restoration (red
and blue) and
multi-channel
restoration
(green).
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CONCLUSIONS

Multi-channel SSIM 1image restoration
significantly improves the single-channel SSIM
restoration.

Advantages of multi-channel SSIM restoration:

very effective if the noise level 1s high

a small filter size is sufficient to achieve
optimal reconstruction results

local structures are preserved



OUTLOOK

Disadvantages of the method:

high computation time
needs an estimate for the original image

Future research:

extension to blind deconvolution
application to three dimensional images
significance of the number of distorted
1mages M
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Backup 1

MSE vs SSIM

MSE SSIM
Fast & easy to Models similarity as
compute perceived by human
Valid distance metric visual system
in RN Natural image signals
Natural way to define are highly structured
energy of error signal (strong nelghborhood
Convex, symmetric dependen.mes)
and differentiable Symmetric, b.OUIlded
Widely used and has a unique

maximum



Backup 2

DEFINTION 11

: : 1<
mean intensity: L, = N Z Xi
i=1

£
2

1 N
Standard deviation: ©x = (m Zl (Xi — Hy )Zj

(signal contrast)

1 N </ \
Covariance: Oy = N—1 Z (X — 4, )b’i —Hy )
=153

stabalizing constants: Cl, C2 : C3



Backup 3

DISTORTIONS
Structural distortions N.on—stlf‘uctural
distortions
o Additive noise and o Change of luminance
blur and brightness
o Lossy compression o Change of contrast
o Gamma distortion

o Spatial shift

SSIM describes the visual

uality good
quality g ‘ Better use Complex Wavelet

SSIM3

3Z. Wang and E. P. Simoncelli, Trans. IEEE ICASSP, vol. 2, pp. 573-576, 2005




Backup 4

PROBLEM FORMULATION 11

The inverse filters g, ..., gy are found adjointly
by optimizing the statistical SSIM index?

G =arg max StatSSIM (x[n] X[n])
ge

Where:

. 2 piy +Cy 204 +GC,
StatSSIM (x[n| = '
a (x[n], %[n]) wr+ 12 +C, o2+02+C,

Qq Q,



Backup 5

STATISTICAL SSIM INDEX
u, = E[x|n]]

o2 = E|(x[n]- 1, ¥

o,, = E|(X[n]- 4, Ny[n]- My )




BISECTION METHOD

The optimal ¥ 1s computed using the bisection

method

1. Initialize ~ (say ~o) between O and 1.
Set upLimit = 1, lowLimit = ~g
2. Evaluate the optimal filter.
if f{~) = 0 then
if (upLimit — lowLimit) < e then
Optimal ~ found.
Exit.
else
Set v = (upLimit — lowLimit)/2
upLimit = .
Go to step 2.
end if
else
Set ~ = (upLimit — lowLimit) /2
low Limit = .
o to step 2.
end if

Backup 6



Backup 7

EXPLANATION Kyy - covariance matrix
C,, — Cross covaraince vector
Explicitly Q, 1s:
~ zE[(x[n] — 1) (0 SO (i) — pay )] + €
Qx = 2 M S T
El(x[n] — px)?] + E[O_i—y Doico 8k[t] — py)?] + Co

".I T
2\_‘ —1 81 Cxyy + '::—T
M M
gx—l_gzz 1?} 15 TKVIVJHJ—I_CT

And f(J/) 1S:

fly —w(chHZZH, Ky,y,gi + C2)

i=1 7=

_(2 Z giTcxyi + CTQ)
i=1



Backup 8
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RESULTS: INFLUENCE OF BLUR STD

|

Compare single vs. Multiview reconstruction
while alternating the blur STD for the
checkboard 1image

0.as

The SSIM | | | | —Iﬁingleim1
values of the 09 f o
single-channel omsf

restored image

Aand tha rnmilds 0.8
aliu uic iriuiu-

channel 507t
restored image ol
(y-axis) are

plotted against |
the blur size as|

0,4 (Xx-axis)

0.55

1
1 1.5 2 2.5 3 3.5 4
STD of ELUR



RESULTS: INVERSE FILTER SIZE

Compare single vs. Multiview reconstruction
while alternating the filter size

The SSIM values of
the single-channel
restored image and
the multi-channel
restored image (y-axis)
are plotted against the
filter size (x-axis).

Here results for the
lena image with
parameters 0,4 = 3,
o, =6ando,=15is
presented.

SSIM
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1
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Backup 9

Original

single im1
single im2

multi restored

5

6
Filter length
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